
SOLVING LINEAR RATIONAL EXPECTATIONS MODELS

KRISTOFFER P. NIMARK

Three ways to solve a linear model

Solving a model using full information rational expectations as the equilibrium concept

involves integrating out expectations terms from the structural equations of the model by

replacing agents’ expectations with the mathematical expectation, conditional on the state of

the model.1 These notes describes three different ways of doing this. The first method, which

is the standard method for solving more elaborate (linear) models, is to decouple the stable

and unstable dynamics of the model and set the unstable part to zero. The second method,

the method of undetermined coefficients, can be very quick when feasible and illustrates the

fixed point nature of the rational expectations solution. The third method is to integrate

out expectations by replacing them with linear projections on observable variables. This is

the method that has been used to solve some imperfect information models, e.g. Townsend

(1983), Singleton (1987), Sargent (1991) and Allen, Morris and Shin (2006).

As a vehicle to demonstrate the different solution methods, we will use a simple New-

Keynesian model

πt = βEtπt+1 + κ(yt − yt) (0.1)

yt = Etyt+1 − σ (it − Etπt+1) (0.2)

it = φπt (0.3)

yt = ρyt−1 + ut : ut ∼ N(0, σ2
u) (0.4)

Date: March 4, 2015.
1See Muth (1961).
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where πt, yt, yt, it are inflation, output, potential output and nominal interest rate respec-

tively. This model has a single variable, potential output yt, as the state.

1. Stable/unstable decoupling

This method is originally due to Blanchard and Kahn (1980) but the computational aspects

of the method has been further developed by others, for instance Klein (2000). The most

accessible reference is probably Soderlind (1999), who also has code posted on his web site.

The method has several advantages: Not only does it deliver a solution relatively fast, it

also provides conditions for when a solution exists and when the solution is unique.

Start by putting the model (0.1) -(0.4) into matrix form


1 0 0

0 β 0

0 σ 1




yt+1

Etπt+1

Etyt+1

 =


ρ 0 0

κ 1 −κ

0 σφ 1



yt−1

πt

yt

+


1

0

0

ut+1 (1.1)

or

A0

 x1t+1

Etx
2
t+1

 = A1

 x1t

x2t

+ C1ut+1 (1.2)

where x1t is vector containing the pre-determined and/or exogenous variables (i.e. yt) and

x2t a vector containing the forward looking (”jump”) variables (i.e. Etyt+1 and Etπt+1).

Pre-multiply both sides by A−10 to get x1t+1

Etx
2
t+1

 = A

 x1t

x2t

+ Cut+1 (1.3)

where A = A−10 A1 and C = A−10 C1. For the model to have unique stable solution the

number of stable eigenvalues of A must be equal to the number of exogenous/pre-determined

variables. Use a Schur decomposition to get

A = ZTZH (1.4)
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where T is (at least) upper block triangular

T =

 T11 T12

0 T22

 (1.5)

and Z is a unitary matrix so that ZHZ = ZZH = I ( =⇒ ZH = Z−1). (For any square

matrix W , W−1AW is a so called similarity transformation of A. Similarity transformations

has the property that they do not change the eigenvalues of a matrix, so T (= ZHAZ) has

the same eigenvalues as A and this would be true even if Z was not unitary.) We can always

choose Z and T so that the unstable eigenvalues of A are shared with T22, which turns out

to be useful.

Define the auxiliary variables  θt

δt

 = ZH

 x1t

x2t

 (1.6)

We can then rewrite the system (1.3) as

ZH

 x1t+1

Etx
2
t+1

 = ZHZTZH

 x1t

x2t

 (1.7)

or equivalently

E

 θt+1

δt+1

 =

 T11 T12

0 T22

 θt

δt

 (1.8)

since ZHZ = I. For this system to be stable, the auxiliary variables associated with the

unstable roots in T22 must be zero for all t. Imposing δt = 0∀t reduces the relevant state

dynamics to

θt = T11θt−1
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To get back the original variables we simply use that x1t

x2t

 =

 Z11

Z21

 θt (1.9)

or  x1t

x2t

 =

 Z11

Z21

Z−111 x
1
t

which is the solution to the model. It is in the form

x1t = Mx1t−1 + εt (1.10)

x2t = Gx1t (1.11)

where M = Z11T11Z
−1
11 (= ρ in our example) and G = Z21Z

−1
11 .

2. Method of undetermined coefficients

The method of undetermined coefficients is quick when feasible and illustrates well the

fixed point nature of rational expectations equilibria. Since we know that the state of the

model (0.1) -(0.4) is the exogenous potential output, we can conjecture a solution of the

model in the following form (indeed, it is the same form as the solution of the model above

delivered).

yt = ρyt−1 + ut (2.1)

πt = ayt (2.2)

yt = byt (2.3)

Both inflation and output are linear functions of the state. Solving the model implies finding

the coefficients a and b. Start by substituting in the conjectured solution into the structural
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equations (0.1) -(0.4) so that

ayt = βaρyt + κ (byt − yt) (2.4)

byt = bρyt − σ [φayt − aρyt] (2.5)

where we also used that it = φayt. Equating coefficients on the LHS and the RHS we get

a− βaρ− κb = −κ (2.6)

b− bρ+ σφa− σaρ = 0 (2.7)

which is a system of linear equations in a and b 1− βρ −κ

σφ− σρ 1− ρ

 a

b

 =

 −κ
0

 (2.8)

which can be solved by pre multiplying both sides with the inverse of the coefficient matrix

on the LHS  a

b

 =

 1− βρ −κ

σφ− σρ 1− ρ

−1  −κ
0

 (2.9)

 a

b

 =

 −κ ρ−1
ρ+βρ−βρ2−κσφ+κσρ−1

−κ σφ−σρ
ρ+βρ−βρ2−κσφ+κσρ−1

 (2.10)

The vector
[
a b

]′
equals the vector G from the stable/unstable eigenvalue decoupling

method of Section1 above.

3. Replacing expectations with linear projections on observables

The third method uses that projections of the future values of variables on observables

gives optimal expectations (in the sense of minimum error variance) if the observables span
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the space of the state. In the model (0.1) -(0.4) we can replace Etπt+1 and Etyt+1 with linear

projections of these variables on current inflation. (There is nothing special about inflation.

Projecting onto current output would also work.). We will use that

E (πt+1 | πt) =
cov(πt, πt+1)

var (πt)
πt (3.1)

E (yt+1 | πt) =
cov(πt, yt+1)

var (πt)
πt (3.2)

if the innovations ut to yt are Gaussian.

Let

c0πt = E∗ (πt+1 | πt) (3.3)

d0πt = E∗ (yt+1 | πt) (3.4)

denote initial candidate projections of expected inflation and output on current inflation.

We can then write the structural equations (0.1) and (0.2) as

πt = βc0πt + κ(yt − yt) (3.5)

yt = d0πt − σ (φπt − c0πt) (3.6)

Put the whole system in matrix form
yt

πt

yt

 =


1 0 0

κ 1− βc0 −κ

0 −d0 + σφ− σc0 1


−1 

ρ 0 0

0 0 0

0 0 0



yt−1

πt−1

yt−1

 (3.7)

+


1 0 0

κ 1− βco −κ

0 −d0 + σφ− σc0 1


−1 

1

0

0

ut
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or

Xt = AXt−1 + Cut

The model can be solved by iterating on the following algorithm:

(1) Make an initial guess of c0 and d0 in (3.7)

(2) Compute the implied covariances of current inflation and future inflation and output

using

E [XtX
′
t] = ΣXX

ΣXX = AΣXXA
′ + CC ′

and

E [Xt+1X
′
t] = AΣXX

(3) Replace the cs and ds with the cs+1 and ds+1 in ((3.7))

cs+1 =
cov(πt, πt+1)

var (πt)

ds+1 =
cov(πt, yt+1)

var (πt)

using the covariances from Step 2

(4) Repeat Step 2-3 until cs and ds converges.

Seems pretty stupid, but it works!

3.1. When do Solution 3 coincide with Solution 1 and 2? The process above would

need to be amended if the state was of higher dimension. For instance, if we add a “cost

push” shock to the system so that

πt = βEtπt+1 + κ(yt − yt) + επt
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the space of the state would no longer be spanned by the a single variable. We could still

use linear projections to solve the model but would need to compute projections as

E

 πt+1

yt+1

 | πt , yt
 = DπyAΣXXD

′
πy

(
DπyΣXXD

′
πy

)−1  πt

yt

 (3.8)

where the Dπy

Dπy =

 0 1 0

0 0 1

 (3.9)

picks out the appropriate covariances. Substituting into the structural equations

πt = βc0

 πt

yt

+ κ(yt − yt) (3.10)

yt = d0

 πt

yt

− σ
φπt − c0

 πt

yt

 (3.11)

where  c0

d0

 = DπyAΣXXD
′
πy

(
DπyΣXXD

′
πy

)−1
(3.12)

This would still give a correct result. However, if we add another shock (or state variable)

to the model but continue to assume that potential output is unobservable, the method will

no longer produce the same result as the other two methods. The reason is that the space

spanned by the observables then do not span the space of the state, so projections on only

current inflation and output will not be optimal estimates of the next period values of these

variables. In fact, in order to obtain optimal projections given the history of observable

variables, it would be necessary to compute the projection of expected inflation and output

on the entire history of observable variables. The Kalman filter provides a convenient way of

recursively doing exactly that, but without carrying along the complete history of observable

variables. Yet, even though the expectations would then be optimal in the sense that they
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are conditioned on all relevant available information, the dynamics of the system would still

be different from the full information solution since the true fundamentals do not lie in the

space spanned by the history of observed inflation and output.
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