TOOLS FOR APPLIED MACRO 2017

PROBLEM SET 1

INSTRUCTIONS

Write up your answers carefully. Hand in during class on Wednesday February 15.

QUESTIONS
(1) Find the autocovariance function
Vi = B (w42-5)
for the MA(2) process
Xy =€+ 0161 + agio9 gy ~ N(0,1)

and 7 =0,1,2,3.
(2) Find the M A(oo) representation of the AR(1) process

Y= pyi—1 +er e~ N(0,1)

(3) Consider the (Hilbert) space of square summable sequences [* defined as the space
of all sequences {ag, a1, as, ...} such that

Z al < oo
=0
Show that
(a,b) = a;b;
7=0

is a valid inner product and that

lall =

is a valid norm.

(4) Use that the sequence of coefficients in an M A(co) process with finite variance can be
considered an element of [>. What is then the inner product (z;, z;_5) if x; is defined
as in Q17

(5) Find the distance (or metric) ||x; — ;|| where x; and y; are defined as in Q1 and Q2.
What object does the distance ||z; — y|| correspond to?
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(6) For [?, the projection theorem states that 7; is the minimum variance estimate of y;
conditional on v, iff (4 — ¥y, y4—1) = 0. Find the scalar g such that y; = gy,—1and
(Yt — Y, y1—1) = 0 by explicitly computing the inner products. Compare to the
expression for 3; above.

(7) Assume that the g;s in Q1 and Q2 are the same. Find the scalar k as a function of

the s and p such that z; = ky; is the minimum variance estimate of x; conditional
on Y.



